Mathematics reminders for deep learning

Part 2: Differential Calculus
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Differential of a function
scalar input and scalar output

e f:R>R:x— f(x) f is differentiable
*y=fx)

s flx+h)=f(x)+ fx)h+o(h) (limpsg
e dy = f'(x)dx l.e: f is “locally linear”

0 (h)

= 0)

. dy = f'(x) (notation)

e dy = %dx (“local scale factor”)

e All values are scalar
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e f:ROR:x— f(x)

Differential of a composed function
scalar input and scalar output

o y = f(x)
e g:R>R:y—>g(y)

z=9)

f Is differentiable

g Is differentiable

(gof)(x)= (@G of)X).f'(x) =49 ). f (x)

dy=d—ydx

dz dy

dz =
dy dx
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dz
dz = —d
dy Y
dz dz d
dx —Z==.2
dx dy dx
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Differential of a function of a vector
vector input and scalar output
e f:RN 5 R:x— f(x) f is differentiable
e y=f(x) X:(Xi)(lgiSN)
o flx+h)=f(x)+gradf (x).h+ o(|[A]])

o dy =gradf (x).dx = %Lz ’f:f (). dx; = ¥ ’ij dx; = 22 dx

¢ =2 () =gradf (x)

oy — 9f - (x) (notations)

axi
e y,dy and f(x) are scalars;
e x, dx and h are “regular” (column) vectors;

oy
. E IS a transpose (row) vector.

Georges Quénot Mathematics Reminders — Part 2 February 2020 4



Differential of a vector function of a vector
vector input and vector output

e f: RN 5 RP : x = f(x) f is differentiable
e y=f(Xx) X=X)a<icny Y= Wa<i<r T=0a<j<m
o flx) —f(x+h)=gradf (x).h+ o(|[A]])

e dy =grad f (x).dx = g—i (x).dx = Z—z. dx  (locally linear)

o Of i o OV
— \i=n2’J _ \vi=nY’Yj
° dyj = Ji=1 9%, (x) dxl- = 2i=1 _axi . dxl-

e x,dx, vy, dy, f(x) and h are all “regular” vectors;

0x dx dx;
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» 2 is a matrix (Jacobian of f: J;; = (a_y) = 2= i),
l] ; 6xi
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Differential of a composed function
vector inputs and vector outputs

e iRV SR :x>y=f(x) f is differentiable
e g:RFSRY:y—5z=g(y) g is differentiable
* X= (X')(1<'<|\|) y:(yj)(lstP) L= (Zk)(lsst)
az ay
e dz = 3 %" .dx
az . az ay

ox 9y ox (matrix multiplication: non commutative!)

e x,dx, Yy, dy, z, dz, f(x) and g(y) are all regular vectors;

ay az 0z
ox’ 3y and 2 ™ ~ are all matrices (f, g and gof Jacobians).
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Differential of a composed function
vector inputs and scalar output

e f:RVSRP x5y =Ff(x) f is differentiable
e g:RFSR :y—>z=g(y) g is differentiable
* X=(X)a<i<n y=a<j<p z€R

az - az ay

ox oy ox (left row vector x matrix mult. — row vector)

e z,dz and g(y) are scalars;

e X, dx, y, dy, and f(x) are regular vectors;

0z

3y and — are transpose (row) vectors (f and gof gradients);

. Zx IS a matrix (f Jacobian).
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