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Differential of a function
scalar input and scalar output

• 𝑓 ∶ ℝℝ ∶ 𝑥 𝑓 𝑥 𝑓 is differentiable

• 𝑦 = 𝑓 𝑥

• 𝑓 𝑥 + ℎ = 𝑓 𝑥 + 𝑓′ 𝑥 ℎ + 𝑜 ℎ (limℎ0
𝑜 ℎ

ℎ
= 0)

• 𝑑𝑦 = 𝑓′ 𝑥 𝑑𝑥 i.e: 𝑓 is “locally linear”

•
𝑑𝑦

𝑑𝑥
≡ 𝑓′ 𝑥 (notation)

• 𝑑𝑦 =
𝑑𝑦

𝑑𝑥
𝑑𝑥 (“local scale factor”)

• All values are scalar
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Differential of a composed function
scalar input and scalar output

• 𝑓 ∶ ℝℝ ∶ 𝑥 𝑓 𝑥 𝑓 is differentiable

• 𝑦 = 𝑓 𝑥

• 𝑔 ∶ ℝℝ ∶ 𝑦 𝑔 𝑦 𝑔 is differentiable

• 𝑧 = 𝑔 𝑦

• 𝑔 𝑜 𝑓 ′ 𝑥 = 𝑔′𝑜 𝑓 𝑥 . 𝑓′ 𝑥 = 𝑔′ 𝑦 . 𝑓′ 𝑥

• 𝑑𝑦 =
𝑑𝑦

𝑑𝑥
𝑑𝑥 𝑑𝑧 =

𝑑𝑧

𝑑𝑦
𝑑𝑦

• 𝑑𝑧 =
𝑑𝑧

𝑑𝑦
·
𝑑𝑦

𝑑𝑥
𝑑𝑥

𝑑𝑧

𝑑𝑥
=

𝑑𝑧

𝑑𝑦
·
𝑑𝑦

𝑑𝑥
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Differential of a function of a vector
vector input and scalar output

• 𝑓 ∶ ℝ𝑁ℝ ∶ 𝑥 𝑓 𝑥 𝑓 is differentiable

• 𝑦 = 𝑓 𝑥 x = (xi)(1  i  N)

• 𝑓 𝑥 + ℎ = 𝑓 𝑥 + grad 𝑓 𝑥 . ℎ + 𝑜 ℎ

• 𝑑𝑦 = grad 𝑓 𝑥 . 𝑑𝑥 =  𝑖=1
𝑖=𝑛 𝜕𝑓

𝜕𝑥𝑖
𝑥 . 𝑑𝑥𝑖 =  𝑖=1

𝑖=𝑛 𝜕𝑦

𝜕𝑥𝑖
. 𝑑𝑥𝑖 =

𝜕𝑦

𝜕𝑥
. 𝑑𝑥

•
𝜕𝑦

𝜕𝑥
≡
𝜕𝑓

𝜕𝑥
𝑥 = grad 𝑓 𝑥

𝜕𝑦

𝜕𝑥𝑖
≡

𝜕𝑓

𝜕𝑥𝑖
𝑥 (notations)

• 𝑦, 𝑑𝑦 and 𝑓(𝑥) are scalars;

• 𝑥, 𝑑𝑥 and ℎ are “regular” (column) vectors;

•
𝜕𝑦

𝜕𝑥
is a transpose (row) vector.
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Differential of a vector function of a vector
vector input and vector output

• 𝑓 ∶ ℝ𝑁ℝ𝑃 ∶ 𝑥 𝑓 𝑥 𝑓 is differentiable

• 𝑦 = 𝑓 𝑥 x = (xi)(1  i  N)    y = (yj)(1  j  P) f = (fj)(1  j  P)

• 𝑓 𝑥 − 𝑓 𝑥 + ℎ = grad 𝑓 𝑥 . ℎ + 𝑜 ℎ

• 𝑑𝑦 = grad 𝑓 𝑥 . 𝑑𝑥 =
𝜕𝑓

𝜕𝑥
𝑥 . 𝑑𝑥 =

𝜕𝑦

𝜕𝑥
. 𝑑𝑥 (locally linear)

• 𝑑𝑦𝑗 =  𝑖=1
𝑖=𝑛 𝜕𝑓𝑗

𝜕𝑥𝑖
𝑥 . 𝑑𝑥𝑖 =  𝑖=1

𝑖=𝑛 𝜕𝑦𝑗

𝜕𝑥𝑖
. 𝑑𝑥𝑖

• 𝑥, 𝑑𝑥, 𝑦, 𝑑𝑦, 𝑓(𝑥) and ℎ are all “regular” vectors;

•
𝜕𝑦

𝜕𝑥
is a matrix (Jacobian of  𝑓: 𝐽𝑖𝑗 =

𝜕𝑦

𝜕𝑥 𝑖𝑗
=
𝜕𝑦𝑗

𝜕𝑥𝑖
=
𝜕𝑓𝑗

𝜕𝑥𝑖
𝑥 ).
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Differential of a composed function 
vector inputs and vector outputs

• 𝑓 ∶ ℝ𝑁ℝ𝑃 ∶ 𝑥 𝑦 = 𝑓 𝑥 𝑓 is differentiable

• 𝑔 ∶ ℝ𝑃ℝ𝑄 ∶ 𝑦 𝑧 = 𝑔 𝑦 𝑔 is differentiable

• x = (xi)(1  i  N)    y = (yj)(1  j  P) z = (zk)(1  k  Q)

• 𝑑𝑧 =
𝜕𝑧

𝜕𝑦
·
𝜕𝑦

𝜕𝑥
. 𝑑𝑥

•
𝜕𝑧

𝜕𝑥
=

𝜕𝑧

𝜕𝑦
·
𝜕𝑦

𝜕𝑥
(matrix multiplication: non commutative!)

• 𝑥, 𝑑𝑥, 𝑦, 𝑑𝑦, 𝑧, 𝑑𝑧, 𝑓(𝑥) and 𝑔 𝑦 are all regular vectors;

•
𝜕𝑦

𝜕𝑥
, 
𝜕𝑧

𝜕𝑦
and 

𝜕𝑧

𝜕𝑥
are all matrices (𝑓, 𝑔 and 𝑔𝑜𝑓 Jacobians).
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Differential of a composed function 
vector inputs and scalar output

• 𝑓 ∶ ℝ𝑁ℝ𝑃 ∶ 𝑥 𝑦 = 𝑓 𝑥 𝑓 is differentiable

• 𝑔 ∶ ℝ𝑃ℝ ∶ 𝑦 𝑧 = 𝑔 𝑦 𝑔 is differentiable

• x = (xi)(1  i  N)    y = (yj)(1  j  P) 𝑧 ∈ ℝ

•
𝜕𝑧

𝜕𝑥
=

𝜕𝑧

𝜕𝑦
·
𝜕𝑦

𝜕𝑥
(left row vector × matrix  mult.  row vector)

• 𝑧, 𝑑𝑧 and 𝑔 𝑦 are scalars;

• 𝑥, 𝑑𝑥, 𝑦, 𝑑𝑦, and 𝑓(𝑥) are regular vectors;

•
𝜕𝑧

𝜕𝑦
and 

𝜕𝑧

𝜕𝑥
are transpose (row) vectors (𝑓 and 𝑔𝑜𝑓 gradients);

•
𝜕𝑦

𝜕𝑥
is a matrix (𝑓 Jacobian).


